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Motivation 

n  “The Internet is… the largest experiment in anarchy that we have 
ever had.” — Eric Schmidt 

n  The Internet is a global interconnection of networks 
q  No single organization operates, administers or governs it 
q  It is robust thanks to its diversity, but difficult to manage  

n  In case of “failure”, who can tell what’s going wrong? 
q  Each ISP may have a picture of what happens inside its network 
q  But what if the failure is a more global phenomenon? 

n  Today, the web is a tangle 
q  Nobody really understands what happens today in the Internet 
q  How to predict what will happen tomorrow? 

n  We need a system that collects, analyzes, provides visibility to 
support better management 
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mPlane 

n  FP7 IP 
n  Nov ‘12 –  

Oct ‘15 
n  Design and 

demonstration 
of an intelligent 
measurement 
plane for the 
Internet 
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mPlane in a slide 

n  Build a distributed, open, standard measurement 
infrastructure for the Internet 
q  Probes – get the data 

n  Build on existing tools/methodologies 
n  Offer a flexible, programmable, open platform to run and collect 

passive, active, hybrid measurement  
q  Repositories – store and process the data 

n  Collect measurement in a standard way 
n  Process large amounts of data in efficient ways 
n  Control access to interested parties subject to authorization rules 

q  Intelligent reasoner – dig into the data 
n  Automatically extract useful information 
n  Drill down to the root cause of a problem 
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Approach 

n  Iterative 
measurement 
q  probes measure 
q  repositories store and 

analyze results 
q  reasoner for auto- 

refinement and drill-
down 

n  On-demand connections 
among distributed components 
via simple interfaces. 
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Initial Use Cases 

 
n  Cloud and CDN troubleshooting 
n  End-User QoE troubleshooting 
n  Mobile QoE troubleshooting 
n  SLA certification and verification 
n  Traffic pattern change detection 
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Applying mPlane To The 
Cloud 
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Throughput issue cause analysis 

n  In a cloud environment, throughput can be 
constrained at a variety of bottlenecks: 
q  Poor application performance 
q  Virtual network interface issues 
q  Physical network interface issues 
q  Network congestion 
q  Administrative traffic reduction 
q  End-user network/terminal problems 

Winterthur 29.11.2012 
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Throughput issue cause analysis 
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Applying mPlane: Single Domain 

n  Probes at various scales 
q  Passive flow measurement at ToR / access link 

n  Correlation of performance with other traffic present 

q  Active end-to-end delay/throughput probe from 
host to remote reflection point 

q  Application response time log analyzer 
n  Repository for correlation/analysis 
n  Supervisor/reasoner for control 

q  Aware of history of issue root causes 

Winterthur 29.11.2012 
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Applying mPlane: Single Domain 
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Applying mPlane: Log Analysis 
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Applying mPlane: Active Probing 
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mPlane in Multiple Domains 

n  Consider a measurement service provider 
that passively monitors flows at multiple 
points in the network. 

n  Clients of this provider contract to receive 
detailed information about flows of interest at 
an mPlane repository. 
q  TCP performance: goodput, response time, etc. 

n  The mPlane platform allows new models of 
applying measurement to operations. 
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Applying mPlane: external probes 
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Results of analysis of remote passive 
monitoring on AWS services 

Winterthur 29.11.2012 
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Figure 5. Evolution over time of observed ∆R for EC2 datacenters.
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Figure 6. Cumulative distribution function of goodput G for the two most
used S3 datacenter, IAD and DUB, and for MXP CloudFront cache.

This finding supports the idea that in general it is not
the entire EC2 datacenter to be congested, but rather some
instances running on it.

We complement results described above with Fig. 5 which
reports the evolution over time of E[∆R] for EC2 for a
period of one day for IAD and DUB. Measurements confirm
previous finding, with IAD consistently performing worse on
average than DUB. Notice that the average is i) a strongly non-
stationary measure (being it biased by the different contents
retrieved at different times), and ii) practically independent on
the datacenter load.

Moving to CloudFront, right plot in Fig. 4 shows in general
very good performance, being 83% of requests satisfied in
less than 20ms in the worst case, i.e., FRA. MXP and ARN
caches elaborate 80% of requests in less than 3ms; SJC and
FRA serve only 65% and 55% of request in less than 3ms,
respectively.

Fig.6 compares the distributions of goodput G. We compare
the performance of two main datacenters for S3, IAD and
DUB, together with CloudFront MXP cache. The plot shows
that more than 50% of flows get a goodput larger than 2Mbit/s
for S3 in DUB and CloudFront in MXP. For S3 in IAD, only
21% of flows can achieve a goodput larger than 2Mbit/s. This
difference can be due to the larger RTT running from our
vantage point to IAD, that affects the TCP congestion control,
thus, reducing achievable goodput.

B. Per-content Performance Evaluation

Fig. 7 reports the distribution of the response time ∆R for
different social gaming services hosted by different Availabil-
ity Zones. Notice that all social games hosted by IAD present
poor performance with respect to those hosted by DUB and
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Figure 7. Distribution of response time ∆R for EC2 social gaming services.
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Figure 8. Evolution during time of ∆R for two poorly performing contents
hosted on EC2.

SJC. This suggests again that IAD datacenter suffers from
congestion due the large number of instances it is hosting.
Observe how the instances of Farmville, a popular game, are
indeed performing poorly.

Congestion may affect single instances. For example, Fig.8
reports two examples of applications hosted by EC2 in DUB
that suffer large average ∆R. These two applications, Sam-
sungMobile and MyDlink, show really impaired performance,
with average response time higher than 2s. Recall that DUB
is the best performing Availability Zone in our measurements
(cfr. Fig. 4). This suggests that such poor performance is due to
a bad dimensioning of the instance, and not due to datacenter
issues.

At last, we show the impaired performance following the
outage of IAD datacenter on June 30th, 201210. We selected
two contents hosted at IAD, and a third one at DUB. The
plot shows that i) not all contents where affected by the IAD
outage, ii) it had no impact on DUB, iii) affected instances
suffer a 100 fold worse performance during the failure, and
iv) they kept suffering for performance issues for several hours
after the fault.

Focusing on the performance of CloudFront service, we
report in Fig. 10 the distribution of ∆R for different kinds
of contents that end-users downloaded from MXP cache.
Static refers to static content for web pages (e.g. HTML
files), js represents JavaScript files, img refers to binary data
such as images and Instagram is referred to contents related
to the well-known photo-sharing service. Aggregate reports
the behavior of all services together. As previously noticed,
CloudFront shows really good performance, being able to

10http://aws.amazon.com/message/67457/

Bermudez, S. Traverso, M. Mellia, M. Munafò, “Exploring the Cloud  
from Passive Measurements: the Amazon AWS Case”, to appear at  
INFOCOM 2013 mini-conference, Turin, Italy, April 14-19, 2013. 
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mPlane and the Cloud 

n  How do these architectures interact? 
n  Measuring and Troubleshooting Clouds 

q  probes in instances and throughout DCs 
n  Cloud support for mPlane 

q  repositories are compute-intensive and  
can be dynamically associated 

n  Let’s talk: trammell@tik.ee.ethz.ch 
n  More info: http://www.ict-mplane.eu/ 
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